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ABSTRACT
System availability analysis is essential for ensuring the reliability and safety of nuclear systems, particularly those

characterized by complex configurations, diverse operational modes, and varying maintenance strategies. The Component
Cooling Water System (CCWS) of the Tsinghua High-Flux Reactor (THFR) includes continuously operating, standby, and
intermittently operated components, making the evaluation of its availability a complex challenge. This study proposes a
structured workflow for system availability assessment and identifies critical input parameters such as system configuration,
failure and repair rates, mission duration, logical dependencies, and maintenance policies. Traditional Fault Tree Analysis (FTA)
provides a static view and fails to capture system state transitions, limiting its applicability under dynamic conditions. To
overcome this limitation, a dynamic modeling approach using EMRALD is adopted, enabling the simulation of time-dependent
behaviors including equipment failures and repairs over the mission period. Markov modeling is employed for cross-
verification, offering a mathematical foundation for analyzing state transitions. The comparative analysis shows that EMRALD
delivers a more accurate and adaptable representation of real-world system performance. This research highlights the necessity
of dynamic modeling in system availability analysis and offers methodological insights into selecting appropriate tools for
nuclear safety and reliability evaluations.
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I. INTRODUCTION

To ensure system stability, availability analysis is vital in reliability assessment [1]. It evaluates the system’s ability to
sustain normal operation over time, reflecting effectiveness in accident prevention and mitigation, especially from failures or
disturbances. Availability is the probability that the system is in a working state when needed [2].

Availability depends on functional equipment. In high-throughput reactors, the component cooling water system (CCWS)
includes continuously, standby, and intermittently operating components [3]. As the main cooling for thermal equipment, it
directly affects core heat removal and equipment operation [4]. Availability changes significantly impact plant reliability,
especially during operation and accidents, thus influencing safety margins. Assessment focuses on events from total loss of
CCWS [5].

Traditional methods like fault tree analysis (FTA) are still widely used. Yu Yu et al. used the Monte Carlo method to
model a high-temperature gas-cooled reactor’s CCWS and calculate failure frequency [6]. FTA uses Boolean logic for a clear,
intuitive structure. However, as a static method, it struggles with maintenance, switching, recovery, and time-dependent
interactions.

Thus, dynamic PSA models were developed. Zhang Binbin et al. applied a Markov model to dynamically evaluate a
nuclear plant’s CCWS and compared it to FTA [7]. The Markov model simulates random failures/repairs via state transitions.
However, it suffers from state space explosion in large systems [8—10] and assumes exponential failure times. To address this,
Qi Faqun et al. proposed a semi-Markov model for cold standby systems, allowing both exponential and Weibull distributions
[11]. Distefano et al. used stage-type expansion and semi-Markov methods for non-Markovian models [10]. Temraz [12] used
semi-Markov and regeneration point techniques for standby systems with general distributions. Wu et al. [13] also used semi-
Markov models for repairable standby systems with perfect switching, though the semi-Markov property adds complexity.

With rising demand for dynamic risk assessment, tools like EMRALD, developed by INL, gained attention [14—15].
Combining finite state automata and temporal logic, EMRALD enables dynamic modeling and simulation of system behavior
under failure, maintenance, and switching. Its flexibility and scalability provide advantages in availability modeling.

This paper analyzes availability of typical repairable systems (series, parallel, k/n, bypass) using both Markov and
EMRALD methods, comparing their consistency. It evaluates availability considering equipment state transitions during
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operation. EMRALD is used for dynamic modeling, incorporating fault behavior, maintenance, and time constraints; the
Markov model verifies and mathematically explains state transitions. Key parameters include equipment structure, task time,
failure rate, logical dependency, and maintenance time. A case study of the high-flux reactor’s CCWS evaluates the frequency
of the initiating event “loss of both trains of CCWS” during power operation.

THFR has high design and operation safety demands [16—17]. High-flux reactors are critical for testing fuels/materials,
producing strategic nuclides and isotopes, and are key to national scientific strength. THFR will build a world-class water-
cooled high-flux reactor and supporting systems to address the domestic gap in ultra-high-flux neutron sources.

This paper is organized as follows: Section II introduces the methodology for system availability analysis. Section III
presents the EMRALD-based event modeling and risk assessment. Section IV explains the availability analysis methods for
typical repairable systems. Section V provides a case study on the component cooling water system. Section VI compares the
results of three analysis methods. Section VII concludes the paper.

II. METHODOLOGY FOR SYSTEM AVAILABILITY ANALYSIS

System availability analysis requires a structured methodology, especially for complex nuclear systems. This section
outlines the evaluation process and modeling techniques, as shown in Fig.1. The first step defines system boundaries and
functional requirements by identifying components, subsystems, interfaces, and their interactions, while specifying
performance criteria under normal and degraded conditions. Next, essential parameters are collected, including component
configuration (e.g., redundancy schemes), failure and repair rates (often exponential or other distributions), mission time,
degraded operation duration, maintenance schedules, and logical constraints. Data sources include historical records, expert
judgment, and databases. Modeling follows, with dynamic simulation in EMRALD capturing time-dependent behaviors like
staggered failures and repairs, while the Markov model is used to verify results. Simulations are executed over a defined mission
time (e.g., one year) using Monte Carlo runs to estimate system success probability and unavailability. Finally, results are
analyzed and methods compared in terms of system-level availability, modeling complexity, and flexibility, providing guidance
for method selection.

System Availability Analysis Workflow

Stepl: Define System Boundaries and
Functional Requirements

« Define scope and interfaces
« Identify functional criteria

Step2: Collect Parameters and Prepare Data

« Configuration logic (e.g., 2003, redundancy)
« Failure/repair rates, mission time
« Maintenance policy, degraded duration
« Logical constraints

Step3: Building the Model

+« EMRALD dynamic simulation
« Consideration of method applicability

Step4: Execute Simulations
and Analyze Availability

« Monte Carlo simulation
« Compute mission success/failure stats
« Estimate availability metrics

pram— Step5: Analyze Results and Compare Methods - :

« Analyze system-level availability
« Compare FTA, Markov, EMRALD
« Recommend suitable approach

FIGURE 1. Workflow for System Availability Analysis Using EMRALD
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III. EVENT MODELING RISK ASSESSMENT USING LINKED DIAGRAMS (EMRALD)

EMRALD, developed by INL, is a software tool for dynamic PRA (probabilistic risk assessment), considering time factors
to more accurately assess operational risks. It has been updated to integrate with external physics-based simulation tools for
external hazard PRA. Its goal is to provide modeling concepts for traditional PRA, a simple interface for complex interactions,
and coupling functions for dynamic PRA challenges [18]. EMRALD uses three-stage discrete event analysis without fixed or
variable time steps—simulation advances to the next event in time [19]. Results are derived statistically from Monte Carlo
simulation runs. As shown in Fig. 2, its core elements are states, events, actions, and arrows.
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FIGURE 2. Elements of A Representative EMRALD Diagram. (Red) State S, (Orange)
Actions A, (Blue) Events E, (Black) State Transition to Different State RB,
(Green) State Transition to Current State RG.
This example illustrates the diagram’s internal structure, including a state transition diagram with elements and set notation
in Equation (1) [20]. The expected outputs are mean time to failure (MTTF) and fraction of key states.
EMRALD :=< S,E, A R, R, D > €8]

IV. AVAILABILITY ANALYSIS METHOD of TYPICAL REPAIRABLE SYSTEM

For typical systems like series, parallel, k/n, and bypass systems [2], if the life and maintenance time of each unit follow
an exponential distribution. This paper uses the Markov and EMRALD modeling methods to analyze the availability of these
four systems and compare the consistency of the results, the Markov model can be applied for availability analysis..

IV.A. Availability of Repairable Series Systems

1V.A.1. Availability of 2-Unit Series System

Assume that the repairable series system consists of 2 units, whose failure rates are A, and 1,, and whose maintenance
rates are i, and y,. The maintenance strategy is one maintenance worker (or one group of maintenance workers), that is, the
possible states of the system are: 0 state - both units work normally, the system is normal; 1 state - any one of the two units
fails and is repaired, the other unit works normally, and the system fails; 2 state - both units fail, the system fails. EMRALD
Modeling Diagram is shown in Fig. 3. The results are compared to the corresponding EMRALD model as shown in Table 1.
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FIGURE 3. EMRALD Modeling Diagram of A Repairable Two-Unit Series System
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TABLE | . Availability of A Repairable Two-Unit Series System

Failure Rat Repair Mission Number of EMRALD Analytical
Ure Bale | pate/time Time Runs Availability | Availability
1/10days 1/day 1000days 100000 0.81932 0.81967

IV.B. Availability of Repairable Parallel Systems
1IV.B.1. Availability of A Parallel System of Identical Distribution Units

Assume that the system consists of two identical distributed units in parallel, with a failure rate of A and a maintenance
rate of u. If one unit fails, a repairman will immediately repair it until it is repaired, and the system will still work normally.
The possible states of the system are: State 0 - Both units work normally, and the system is normal; State 1 - Any one of the
two units fails and is repaired, and the other unit works normally, and the system is normal; State 2 - Any one of the two units
fails and is repaired, and the other unit fails and is waiting for repair, and the system fails. EMRALD Modeling Diagram is
shown in Fig. 4. The results are compared to the corresponding EMRALD model as shown in Table 2.
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FIGURE 4. Repairable 2-Unit Parallel System EMRALD Modeling Diagram
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TABLE Il. Availability of A Repairable 2-Unit Parallel System

Failure Rate Repair Mission Number of EMRALD Analytical
" Rate/time Time Runs Availability | Availability
1/10days 1/day 1000days 100000 0.9911 0.9836

IV.C. Availability of Repairable k/n Systems
1V.C.1. Availability of 2/3 Systems with the Same Distribution Unit

A 2/3 system composed of identically distributed units has a unit failure rate of A and a maintenance rate of p. With 1
repairman, the possible states of the system are: State 0 - All 3 units are working properly, and the system is normal; State 1 -
Any one of the 3 units is repaired, and the system is normal; State 2 - Any one of the 3 units is repaired, and the other unit is
waiting to be repaired, and the system is faulty. EMRALD Modeling Diagram is shown in Fig. 5. The results are compared to
the corresponding EMRALD model as shown in Table 3.
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FIGURE 5. EMRALD Modeling Diagram of 2/3 System with 2 Identical Distributed Units
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TABLE Illl. Availability of 2/3 Systems with Two Identical Distributed Units

Failure Rat Repair Mission Number EMRALD Analytical
Ure Bale | pate/time Time of Runs Availability |  Availability
1/10days 1/day 1000days 100000 0.95509 0.95588235

IV.D. Availability of Repairable Bypass Systems
1V.D.1. Availability of Repairable Bypass Systems

Only one of the n units in the system works. When the working unit fails, it is connected to another normal standby unit
through the fault monitoring and conversion device to continue working. The system will not fail until all units fail. Such a
system is called a bypass system. Suppose a bypass system composed of two different distributed units is maintained by a
maintenance worker, with failure rates of A, and 1,, and maintenance rates of y; and p,. According to the analysis of the
system's working process, the possible states of the system are: State 0 - Unit 1 is working, Unit 2 is on standby, and the system
is normal; State 1 - Unit 1 is repaired, Unit 2 is working, and the system is normal; State 2 - Unit 1 is on standby, Unit 2 is
working, and the system is normal; State 3 - Unit 1 is working, Unit 2 is repaired, and the system is normal; State 4 - Unit 1 is
repaired, Unit 2 is on standby, and the system is faulty; State 5 - Unit 1 is on standby, Unit 2 is repaired, and the system is faulty.
EMRALD Modeling Diagram is shown in Fig. 6. The results are compared to the corresponding EMRALD model as shown in
Table 4.
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FIGURE 6. EMRALD Modeling Diagram of Two Different Distributed Unit Bypass Systems

TABLE IV. Availability of Two Different Distributed Unit Bypass Systems

Failure Rate Repair Mission Number of EMRALD Analytical
Rate/time Time Runs Availability Availability
1/10days 1/day 1000days 100000 0.9966 0.990991

The theoretical value here refers to the result calculated by the Markov model. Due to its random sampling characteristics,
the result cannot be completely consistent with the theoretical calculation value. However, from the comparison results, the
calculation results of EMRALD are highly consistent with the theoretical value, indicating the effectiveness and accuracy of
its method in this problem.

V. A CASE STUDY on the COMPONENT COOLING WATER SYSTEM
V.A. EMRALD Model of Component Cooling Water System

This paper uses EMRALD software for dynamic modeling, and evaluates the frequency of the initiating event of "loss of
both trains of the component cooling water system" during the power operation stage. The component cooling water system is
a typical redundant backup system, and the failure of both trains is a typical support system initiating event. As shown in Fig.
7, it is a schematic diagram of typical component cooling water system in high flux reactor. The system consists of two
independent series A and B. Each series includes two 100% capacity single-stage centrifugal pumps, one 100% capacity plate
heat exchanger, and a water tank.
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water tank exchanger
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FIGURE 7. Component Cooling Water System Diagram

Assuming that the demand time of the chilled water system is 8760 hours, the operation procedures clearly stipulate the
corresponding measures to be taken under different system configurations to ensure that the system availability meets the
operation requirements. Under normal operation, the system is put into operation in one loop, and each loop must have at
least 1 pump, 1 heat exchanger, and 1 water tank in an available state. The maintenance time after a single pump failure is
assumed to be 36 hours. In this study, a fixed value was used for simplicity and consistency with the Markov model, which
assumes constant rates.

The reliability data refers to the China Nuclear Power Plant Equipment Reliability Data Report [21], IAEA General
Reliability Database [22], and NUREG/CR-5750 [23].

Based on the structure of the equipment component water system, the system operation procedures, and potential
maintenance activities following equipment failure, the state transition diagram of the system is shown in Fig. 8. The system
may be in 5 different states. If the system is in the P1 normal state, the standby train is activated when the running train fails
completely. If two pumps in the running train fail, the standby train’s heat exchanger and water tank are activated. When a
pump or water tank/heat exchanger fails, the train is considered unavailable. From the normal state (P1), the system transitions
to P2 due to a cooling pump failure. After the pump is successfully repaired, the system returns to P1. Similarly, P4 can
transition to P3. When both pumps in a train fail, the train is considered failed, and maintenance of the pumps is not considered,
so P3 cannot return to P2. The EMRALD modeling interface and calculation results are shown in Fig. 9.
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Normal system

Water tank/heat
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‘Water tank/heat
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Running
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Failed pump
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Running
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P2
One pump in the }7
running train fails

Running
pump fails

One train and one

pump fails

Failed pump
repairs successfully

Water tank/heat
exchanger fails

‘Water tank/heat
exchanger fails

FIGURE 8. State Transition Diagram
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FIGURE 9. EMRALD Modeling Interface
V. B. Solution

Since the probability P of system failure within the required time can be approximately expressed by the Poisson
distribution with its failure frequency F as parameter, the following formula can be obtained: f=-In(1-P).

For 1,000,000 simulation runs with a mission time of 8760 hours, the key state "P5" occurred 355 times, resulting in a
rate of 0.000355. The solution is that when the system is in the P1 state at the "current moment", the failure frequency of the
system is 3.55E-04 times/reactor-year.

VI. COMPARISON of the RESULTS of THREE ANALYSIS METHODS

The EMRALD method yields a calculation result of 3.55E-04 times/ reactor-year, providing a more accurate description
of the system's dynamic behavior compared to the fault tree analysis method (7.90E-04 times/ reactor-year) and the Markov
method (3.64E-04 times/ reactor-year). Comparative analysis reveals that while the fault tree analysis method is
computationally efficient, it struggles to dynamically model state changes due to the lack of maintenance consideration.
Although the Markov method can account for maintenance, it faces challenges with state space explosion and high modeling
complexity. The EMRALD method, with its event-driven approach, offers enhanced modeling flexibility and dynamic
behavior simulation while maintaining calculation accuracy. Therefore, it demonstrates superior applicability for nuclear
power system reliability and availability analysis, providing a more accurate and efficient modeling tool for related research.
Future work can focus on expanding EMRALD's application and optimizing its computational performance to enhance its
practical use in nuclear engineering safety analysis.

VII. CONCLUSIONS

In conclusion, this study presents a comprehensive system availability analysis of the component cooling water system
(CCWS) in a high-flux reactor, highlighting the limitations of traditional fault tree analysis (FTA) in capturing dynamic
behaviors such as maintenance, switching logic, and fault recovery. The EMRALD modeling approach, based on discrete event
simulation and state transition logic, effectively represents complex system behaviors and allows integration of key factors
such as mission time, failure and repair rates, and maintenance policies. The consistency between EMRALD and Markov model
results for typical system configurations (series, parallel, k/n, bypass) confirms the reliability of the dynamic modeling approach.
Applying these methods to the high-flux reactor’s CCWS shows that EMRALD can effectively evaluate the frequency of
critical initiating events, such as the loss of both cooling trains, thus offering valuable insights for risk-informed design and
safety assessment. Overall, the research underlines the importance of adopting dynamic modeling techniques like EMRALD
for availability analysis in nuclear systems and provides guidance for future applications in probabilistic safety assessments.
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